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PRINICPAL COMPONENT ANALYSIS FOR IMAGE COMPRESSION
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This paper deals with Principal Component Analysis and how it is used for getting a compressed image. In this we have
shown our results that are obtained by performing image compression using Principal Component Analysis on some standard
image taken from internet. We have used MATLAB for implementation.
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1. INTRODUCTION

PCA has find out its most important application in the field
of linear algebra. PCA is a method of extracting information
from confusing data sets so used in various fields like
neuroscience, computer graphics, etc [19]. PCA is a vector
space transform often used to reduce multidimensional data
sets to lower dimensions for analysis. Depending on the field
of application, it is also named the discrete Karhunen-Loeve
transform, the Hotelling transform or proper orthogonal
decomposition (POD). PCA was invented in 1901 by “Karl
Pearson” [20]. The structure of a self organizing system may
take on a variety of different forms. It may consist of an
input layer and an output layer with feed forward
connections from input to output layer. Principal Component
Analysis is an unsupervised approach of neural networks.
It is a standard technique commonly used for data reduction
in statistical pattern recognition and signal processing.

Definition: Principle Components

A set of variables that define a projection that encapsulates
the maximum amount of variation in a dataset and is
orthogonal (and therefore uncorrelated) to the previous
principle component of the same dataset.

Technically, PCA is a linear transformation that
transforms the data to a new coordinate system such that
the greatest variance by any projection of the data comes to
lie on the first coordinate (called the first principal
component), the second greatest variance on the second
coordinate, and so on. PCA can be used for dimensionality
reduction in a dataset while retaining those characteristics
of the dataset that contribute most to its variance, by keeping
lower-order principal components and ignoring higher-order
ones. Such low-order components often contain the “most
important” aspects of the data. But this is not necessarily
the case, depending on the application.

2. PROCEDURE FOR PCA

2.1 Data Matrix

The analysis is performed on a data set of p variables (X
1
,

X
2 

… X
p
) for n individuals. From this data set, a

corresponding squared covariance or correlation matrix can
be calculated. For the covariance matrix the following
equation can be used:
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And, j, k = 1, 2… P.

2.2 Covariance Matrix

Covariance is defined as a measure that can be taken between
any two dimensions. The covariance matrix is used when
the variables are measured on comparable scales.

2.3 Computing Eigenvectors and Eigenvalues

2.4 Selecting Eigenvectors

Eigenvectors obtained from the covariance matrix are
needed to be sorted in accordance with their eigenvalues.

Figure 1: The Lines Represent 2 Consecutive Principle
Components. Note That They are Orthogonal

(At Right Angles) to Each Other
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Now, some of the eigenvectors has been discarded. This can
be done on the basis of comparison like here we have
discarded all eigenvectors whose value is less than 0.001.
All other selected values are used to obtain the result.

3. IMPLEMENTATION

As implementation is concerned, MATLAB 6.5 software
has been used for performing the image compression. The
principal component analysis approach is applied on those
images for performing the compression. The steps that have
been followed are as follows:

Step 1: Get Some Data

For getting the data twenty standard images provided by
AT & T [34] from the internet are used. All the images
selected are of 112 × 92 dimensions. Now before performing
the image compression on these images they are all resized
to 60 × 60 dimensions.

Step 2: Compute & Subtract the Mean

After making a dataset in the form of matrix next step that
has been performed according to the Principal Component
Analysis Approach is to compute the mean of the matrix
obtained

Step 3: Compute Covariance Matrix

Step 4: Compute Eigen Values and Eigen Vectors

As shown in the above figures at 0.1 we have a very
disturbed picture and as value of coefficient is increased
the picture obtained is clearer and resembles to the original
image.

Table
Difference in Values at Different Coefficients

Coefficient value Eigen Vectors Difference range

0.1 2 0 – 0.5

0.2 4 0 – 0.38

0.3 6 0 – 0.34

0.4 8 0 – 0.3

0.5 10 0 – 0.2

0.6 12 0 -0.18

0.7 14 0 – 0.15

0.8 16 0 – 0.1

0.9 18 0 – 0.06

1.0 20 0

As compared in the above table the difference range at
1 is about negligible, whereas highest difference range is
obtained at 0.1. It has been obtained that the best value can
be at 0.5. So the images compressed at 0.5 are lossy in nature
but not up to that range.

The concluded table which was shown previously can
also be displayed with the help of a graph as shown below:

Figure 2: Original Image from Database

Reconstructed Images

Reconstructed images are shown on a scale of 0.1 to 1.0.
All the images obtained at these different values are:
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As shown in the graph above the X- axis represents the
values of coefficients. These coefficients shows the
percentage of eigen vectors. The Y-axis shows the maximum
difference range at different coefficients. As shown the
maximum difference between the actual image and the
compressed image is obtained at 0.1 (2 eigen vectors) and
the minimum can be obtained at 1(20 eigen vectors) which
is near to zero.

So we can conclude from above discussion that the
image obtained at a 0.5 (10 eigen vectors) can be best giving
a lossy image as compared to the original image.
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